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Thix paper describes e LAPACK profect, an effor? ra produce
a numerical Unear algebra library that runs gfficiently on shared
memery vecrar aad parallel processors, A desoriplion I given on
vt wier done o achieve performance and results are given for
varios compaters. In addivion, future directions for research on
paratlel compicrers gre discersed.

[. INTRODAUCTION

The goal of the LAPACEK project was to modemize the
widely used LINPACK [7] and EISPACEK [16]. [14] numer-
ical linear algebra libraries (o make them run efficiently on
shared memory vector and parallel processors, On these
machines, LINPACK and EISPACK are inefficient because
their memory access patterns disregard the multlayered
memory hicrarchies of the machines and spend too much
time moving dita instead of doing useful floating-point
operations. LAPACK Iries 0 cure this by reorganizing
the algorithms 10 use a standardized set of block matrix
operations known as the BLAS (Basic Lincar Algebra
Subprograms), These block operations can be optimized for
each architecture to aceount for the memaory hicrarchy, and
g0 provide a transportable way to, achieve high efficiency
on diverse modern machines,

We say “transporable” instead of “portable™ becanse for
fastest possible performance LAPACK requires that highly
optimized block matrix operations be already implemented
on each machine. Many computer vendors and researchers
have developed optimized versions of the BLAS for specific
environments, and we repont some of their results in the
comext of LAPACK in this paper. Among other things,
efficiency means that the performance (measured in mil-
lions of Aoating-point operations per second, or megaflops)
should not degrade as the number of processors and the
problem size increases; this propenty is frequently called
soalability. For the subroutines in LAPACK, running time
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depends almost entirely on a problem’s dimension alone,
not just for algerithms with fixed operation counts like
CGaussian elimination. but alse for routines that iterate ((o
find eigenvalues, for example). Hence we can do perfor-
mance tuning for the average case with some confidence
that our optimizations will hold independent of the actual
data.

Portability in i1 most inclusive sense means that the code
iz wrillen in a standard language {say Fortran), and that the
source code can be compiled on an arbitcary machine with
an arbitrary Fortran compiler to produce a program thit will
run comectly and efficiently. We call this the “mail-order
sefiware”™ model of portability, since it reflects the model
used by soltware servers such as netlib [11]. This notion of
portability is quite demanding, Tt requires that all relevant
properties of the computer's arthmetic and architecture
be discoversd at untime within the confines of a Forran
code. For example, if the overflow threshold is important to
know for scaling purpoeses, it must be discovered at runtime
withou! overflowing, since overflow is generally fatal. Such
demands have resulted in quite large and sophisticated
programs [13] which must be modified continually to deal
with new architectures and software releases, The mail-
order software notion of portability also means that codes
generally must be writien for the worst possible machine
expected 1o be used. thereby often degrading performance
on all the others.

. LAPACK OWERVIEW

Teams al the University of Tennessee, The University of
California a1 Berkeley, the Courant Institute of Mathemati-
cal Seences, the Numerical Algorthms Growp, Lid., Cray
Research Inc., Rice University, Argonne Mavonal Labora-
tary, and Oak Ridge Mational Laboratory have developed 4
transporiable linear algebra library called LAPACK (short
for Lingar Alpebra Package) [1]. The library is intended i
provide a coordinated set of subroutines 1o solve the most
commwon linear algebra problems and to nan efficiently on
a wide range of high-performance compulers,

LAPACK provides routines for solving systems of simul-
taneous linear equations, least squares solutions of linear
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systems of equations, cigenvaloe problems, and singular
value problems, The associated matrx factorizations (LU,
Cholesky, QR, SVD, Schur, generalized Schur) are pro-
vided, as are related computations such as reordening the
Schur [actorzatons and estimating condition numbers, Ma-
trices may be dense or banded, but there is no provision for
general sparse matrices, In all areas, similar functionality
is provided for real and complex matrices, in both single
and double precizion. LAPACE iz in the public domain
and awailable from etk

The library 15 written in standard Fodran 77, The high
performance is attained by doing most of the computation in
the BLAS [9], [8]. a standardized set of malriz-vector and
matnx—-mairx subroutines. Although Fortran implementa-
tions of the BLAS are provided sath TAPACK, and many
oplimizing compilers can recognize some of the parallel
constructs in these opdes, consistent hogh performance
cin generally be attained only by using implementations
optimized for a specific machine, In particular, most of the
parallelism in LAPACK is embedded in the BLAS and is
invisible o the wser.

Besides depending wpon locally implemented BLAS,
good performance also requires knowledge of certain
machine-dependent Mock sizes, which are the sizes of the
submatrices processed by the Level 3 BLAS, For example,
if the block size is 32 for the Gaussian Elimination routine
on a particular machine, then the matrix will be processed in
groups of 32 columns ot a ome, All of the wning parameters
in LAPACK are set via the integer function subprogram
ILAERY, which can be modified for the local environment
|2]. Details of the memory hicrarchy determine the block
size that optimizes performance,

1. PERFORMANCE TUMING

Performance tuning may not be of interest o users
whi wish to regard LAPACE as mail-order software. For
those users, the Fortran BLAS, standard LAPACK., and
the default blocking parameters in the aoxiliary moufine
ILAENY are always an option, Howewver, oplimization of
one or all three of these pieces may be necessary 1o achicve
the best alporithm,

Thanks o strong support of the BLAS standard, the
LAPACK approach of using the BLAS as building blocks
has turmed ol 1 be a satisfactory mechanism for producing
fast transporiable code for dense linear algebra computa-
tons on shared memory machines, Gavssian elimination
and its variants, QR decomposition, and the redoctions o
Hessenberg, mdiagonal, and bidiagonal forms for eigen-
villue or singular value compotations all admit efficien
block implementations using Level 3 BLAS [4], [12]. Such
codes are often nearly as fast as full assembly languape
implementations for sufficienty large matrces, although
assemibly lanpuage versions are typically better for small
problems. Parallelism, embedded in the BLAS, 15 generally
wzeful only on sufficiently large problems, and can, in fact,
slow down processing on small problems, This means that
the number of processors exercised should ideally be a
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function of the problem size, something not always taken
inte zccount by existing BLAS implementations,

If a library of optimized BLAS exists and a LAPACK
routine has been selected, the installer may wish to exper-
iment with tuning parameters such as the block size, The
mosEl imporiant issues affecting the choice of block size are

= A full zet of optimized BLAS: Sometimes there is no
advantage in using a blocked (Level 3 BLAS) algo-
rithm over an wunblocked (Level 2 BLAS) algorithm
becauze some of the necessary BLAS have not been
optimized.

* Level 3 BLAS versus Level 2 BLAS: On some ma-
chines, the memory bandwidth is high enough that
the Level 2 BLAS are as efficient as the Lewvel 3
BLAS, and choosing NB = [ (i.c., using the unblocked
algorithm) gives much better performance. This is
particularly true for the block formulations of the QR
lactomzation and reduction routines, since the block
algorithm requires more operations than the unblocked
algorithm, and the extra work is justified only if the
Level 3 BLAS are faster than the Level 2 BLAS.

* Choice of block algorithm: Snedies with different block
algonthms for operations such as the LU factonzation
(DGETEF) often showed more dramatic differences
than the choice of block size within the same algo-
rithm. Details are given in the following section.

= Chodce of unblocked algorithm: In LAPACEK, the un-
blocked algorithm is always chosen 1w be the Level
2 BLAS equivalent of the higher lewvel hlocked al-
gorithm, but a hybod methed (3 block Crowt LU
factorization calling a right-looking algorithm within
the block, for example) may give the best performance
on 8 particular machine,

The choice of block size can have a significant effect on
performance, but similar results are oficn ohserved for a
range of block sizes. For example, on one processor of a
CREAY Y-MP CH), the difference between the performance
of a block algonthm for the worst block size is wsually
within abour 10% of the pedormance with the best block
size, and resulis within 5% of the best block size are
commuon, s¢ careful optimizations for cach problem size
may nol be pecessary,

Precise performance twning is & difficult task. In principle,
the optimal block sizes could depend on the machine
configuration, problem dimensions, and vser-controllable
parameiers such as the leading matrix dimension, In some
environments, the machine configuration can change dy-
namically, further complicanng this process, We vsed brute
force during beta testing of LAPACK, running exhaustive
tests om different machines, with ranges of block sizes and
problem dimensions, This has produced a large volume of
test resulis, too large for thorough human inspection and
evaluation,

There appear 0 be @ least three ways 10 choose block
purameters. First, e could ke the exhavstive ests we
have done, find the optimal block sizes, and store them
in tables in subrowtine ILAENY: esch machine would
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require its own special tables. Second, we could devize an
automatic installation procedurs which could run just a few
benchmarks and automatically produce the necessary tables,
Third, we could devise algorthms which tuned themselves
at mun-time, choosing parameters antomatically [5], [6]. The
choice of method depends on the degree of pomability we
desire.

[V, TiMIixG axD FERFORMANCE EESULTS

Crver the course of the LAPACK project we have tested
and tuned various algorithms and software on a number of
different platforms [3], [4], This was done with the help af
test siles, including rescarchers from universities, research
centers, and industry ar over 50 locations in the United
States, Canada, and 10 other countmes, We are grateful
to our friends and colleagwes who have so genercusly
contribated their time and computing resources to this
project. We report some of their results in the tables that
fallow.

For all the performance results reported here, the software
was run in full precision, &4-b anthmetic, for example,
single precision on the Cray and double precision on the
[RM.

The high-order terms of the operation counts used in
computing the execution rales for the various routines are
given below, Three parameters are used to count operations
for SGEMM: the matrix dimensions m, n, and k. The

Tabde 1 Speed in Mepaflops and Block Sise
of Best Varam, & = 300

Mackiee DLUDL [ BLUNE | DLUER | NB
{Lefe] | {Crean) | [Right)

[ Fajilzn ¥ I 193 | 1572 | a6 | ™
CRAY Y-MP [& prec) | 110D 1M1 422 | 128
CRAY-2 (4 proc) GoG 1946 B3 15
WEL 5X2 422 7 &5 1
Fujitsu %[00 EX Me | W8 i 2]
CRAY2 (L proc) n k| REH 2]
CRAY ¥-MP {1 panc) 213 284 R 15
Cravex 24D [4 proc) 16 112 1 E 7]
TRM 008 & 61 | 66 32
Alliaat FX 50 .= 5% 5| a2
10AE 3000E0E, £ 50 w3
FI'S Medel 500 | = 47 e 1
1A RESE P00 530 7] M M | 4

| Allimnt FX /4 i3 | 1% H

166

Table 2  LAPACK versas LINPACK, LU Faotonzatan, N = 500

[ Machipe BOETIF | BGETF2 | BMGEFA | Spenlup
(LA 3 CULAS 2 | (MLAS 1)
Fajitea W 2000 I E:] T | &0 |
| CRAY ¥-MF (8 pour] 14z e | 173 4.2
CRAY-E (A poc) azE Hi3| 9 44
NE 257 405 4D T 1.0
Fujitss VI EX 526 HL as 6.2
CRAY-E (1 proc) AT 1= | 93 1R
CEAY ¥-MI' (I proc} | w1 L7
Cowers 240 [ proch 1 fa L4 .4
IMAE 30 GG 2% T V]
Alliaas FX 30 b 2 55 1.5
1TEAE A GHIE 3 17 M LR
FI'S Masded 520 HE 2 12 7
UES B Ee T ) B ] A 13 L a1
Alliam FEf | 1 T 4.0

Table 3 Speads in Megafops and e Ratio
DGETREDGEMM, N = 40

Mackire REMM [ GOEMY | DOELRF | Rakk |
CHAY ©-MF 090 (8 geoe) | 7030 iR | Rl .46
Fojites VF26M 4550 4315 i .45
CRAY M (8 pmc) 2443 T 1432 .56
CRAY.2 {4 proc) 177 1276 ¥ 46
HEC 5%2 1272 133 445 LR
Fulitsn VP EX LOEd 1z 326 EL]
CRAY-E I pmc) a5l I hLT) ot
CEAY Y-MF {1 proc) 2 11 A 091
Comwex THED {4 pre<) 1539 150 111 [}
TR 107 ™ [i71] a4
Alliaas FX 380 i 1 k] 0£
[0eE 30r3)- GOOE: 71 5l k] o
FPE Maodel 5040 L 5 3 0,545
[0 RIS G- 550 il b1} M| T
Alllami FX M 1 1% 1n | 16 | .

Table 4 Speeds i Megaflops and the Ratio
DEGETRREDGEMM, & = 1000

Machine ~ | DGEMM | BGEMY | DGETRE | Hatbe
CEAY E-MF C90 (4 procy | 2017 GIaT 4571 0D
Fujitse VP2500 4710 4530 anm 0,47
CRAY ¥-MP £ prec) T 2199 L 0.7
CRAY 2 [4 pres) 1818 13545 124% 0ER |
[ [BM RISC/G000-530 4 | = I 054

parameters used in counting operations for SGEMY and
the LAPACK routines are the dimensions me and n of the
mo T omalni

Table 1 compares the performance of the block variants
of the LU factorization for N = 500 on a number of dif-
fercnt machines, We observe that the right-leoking variant
DLUBR gives the best performance in [0.of the 14 cases,
and this was the variant finally chosen for the LAPACK
routing DGETRE.

Table 2 compares the perfformance of the block LU
lpetorization routine DGETRE (esing Level 3 BLAS) with
its best blocksize 10 the unblocked routine DGETF2 (using
Lewvel 2 BLAS) and to the LINFACK matine DEGEEA,
which uses only Level | BLAS. We alse compute the
speedup over LINPACK to show the actual improvement
of LAPACK's DGETRF over DGEFA. The speedups range
from arcund 2 on single processors of a CRAY Y-MP and
MEC 5X2 w 10 on a single processor of an Alliant FX/RD.
In particular, we see considerable improvements for the
multiprocessors in this study.
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Table 5 Spoed in Megaflops, CRAY ¥-MP CB0. 8 Frocessors,
Dedicased UNICOS 7.0, CFTTT 20, libsci BLAS

" Walurs of B
Subroatine 100 | 250 | b0 | 750 | d000 | 1250 | 1600 | 1750 | 2000
RGEMY] M, .. A%Z] ZATG] Weab| A%l | 10142 [ D176 | T2I5A | 123 | 1T
SGEMM[ B, N, ... | LIIR% | (5395 | L9000 | 14136 | 14075 | 19082 | 14102 [ 14136 | 14182
BGETRF, M=K AGT | 1NN | &06 | GLoR| T79R | a000 | 9G0h | 1089 | JH.Q'
SGETRI 1150 | 4613 | B4G1 | LORHY | 11556 | 13054 | 12305 | 12754 | 13005
SPOTRF U, A0 210G | GEh | TEA1| GGL4 | 10a%WE | 11426 | 102D | 12234 |
SPOTRF[ L, .. | 4| g7 | sTi9] BNz 7| 10764 | 11501 | 1303 | 12350
B R 190 | 2350 | 4549 | 7RG | DERS | 10445 | L1503 | rasd | i
SFOTRIE LY, ... 458 | mima | seeq | soos | o7se | oaen | 11sTa | E1nE | 125
SEYTRFL 0, .n 170 | o2 | IBES | d7iG | 04| GSiob | oGk | Gaes | sdM)
SEYTRF LY, . 2| oo | | ama| so| s3] ese1) ohi6| €9
SOEQRF, M=% 0 I R A EEN O R T R
SORGOH, M=N=K TG | IGTE | A%TS | 4557 | #0630 | DA | O | D0443 | L06GE
ELEED SA1 | B7GH | Ashe | Geod | Aned | AR | 102ET | B0TLT ) L1100
" REYTIEN I | ares | EREE ARET | GER4 | TR | B4EN | M0 DETE
SEYTRIN 1, apd | nioz| sesn| Aa7a | easm | Tasa | man | mdv | Dee
SGEDELF G | D060 | 7% | A 0E | 20 | Ah7l | g4b | 90a | 05
Table & Spesd in Megaflops, SiemensFujiasu VP 2E00-EX, | Frooessor
Oplimized BLAS fram Universitidl Karlsrube
S Yaluen ||I' "
[ Gubroutiar 00 | 200 | 300 | 400 | 506 [ 60 | T [ a00 [ 0 [ 1600
BGEMV] R, . 04 | 2305 | 3520 | 00 | 4315 | 4217 | 45 | 416 | 441 | 40
HGEMM] W, W, T5iT | 2R71 | S515 | 00 | A5 | 4417 | 4743 | 4500 | 4954 | 45100 |
DGETRE, M=N T g | oG | e | oG | ds | EieE | 2667 | AT | 3000 | 3170
T T | 701 | EG%| 925 | D06 | 1007 | 1605 | 1362 | 1908 | ed
TR LT, 61| 250 | 750 D00 | D2GF | GOS0 | V6N | D525 | 1827 | 1966
NPOTRE] 'L, .. g | oase | ower | oo | mese | a0k | 605 | 1307 | 1965 | 2108 |
BSOS 10| AkE| EG2| a0 | U02G | 1E32 | 14D | 1600 | 151 | V00 |
BICOTRE LY . | a0 | sio | TG | mas | oeze | rEer | vioc | o1see | iers
NEYTRE] W, . TG | dA3 | SEL| Gil | iEr | i1 | D45 | 1001 | GED | D174 |
DEVTRE] 'L, ... | ook | oeEs | Gk | | &0 | paT | 99E | 1007 | 1100
TR, M=t TN a5 | [IG5 | U455 | D5%F | 1540 | 2055 | 2007 | G | 25 |
MGENRD | 170 [ BIHH | (658 | DRS | 9000 | 2097 | 288G | 2410 | 2580 | 3574 |
| DEVTRD Tl | 965 | A0d) 17 | Gh& | sre | e | gog | 006 | 0130 |

| Lifiees Er{sriod | Tor WFLATILRE

Table 3 gives a measure of the efficiency of the LAPACK
routing DGETRF at & = 500, The efficicncy is measured
against the matrix multiply DGEMM from the Level 3
BLAS, which is generally the sustainable peak speed of
these machines. "We see that the speed of DGETRF is
typically around 30% for the smaller machines, and an
impressive 9% for one processor of a CRAY Y-MP, but
the efficiency declines with multiprocessing. In part this s
because N = 500 is not a very big problem, so Table 4
extends the problem size o V = 1000 for a few selected
machines, with better results, For sufficiently large N, the
speed of DGETRF and many other block algerithms should
approach that of DGEMM.

We conclude this report by 1:|~'-tmg in Tahbes 5-20 the bast
megaflop rates for a selection of LAPACK routines on the
computers in this study. We include data for the matrix fa-
trzations GETRE, DPOTEF, DSYTRFE, and DGEQRF,
the matrix inversion routings DGETRI and DPOTRI, the
reduction routines DGEHRD, DSYTRD, and DGEBRD,
and, if available, the orthogonal transformation routine
DORGOR. All of these are blocked routines, and we ose
the best blocksize Tor esch routine. This assumes that the
routine to set the block size, ILAENY, will be optimized
for each environment, and in fact a block size other than
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Tahle ¥ Speed in Megallogs, CRAY Y-3MP CH, 1 Processor
UNICDS 7.0, CFTTT 50, libsci BLAS

Vabars of 8 |
T A0l LivE I MR R
TR S I+ Il A I I B T
SGEMM| RN, | AT | &0 | B0 | E9O | 00D | 900 IR
TGETRF, Mah 0D | GER | 100 | 43¢ | A4k | A&7 | 514 | Ei¥ | SR2
EGETRI 554 | 749 | Bad | 536 | WA3 | N5 | A0 | ROE | At |
[FFTRE] U, ... | 285 | 601 | 164 | 554 | &8 | 465 | £33 | 877 | 381
SPOTRF L., oen | w3 | RS | RS | RM | REE ) ETD | ETE | B
SFOTRE U, ... 330 | 661 | EIL | 550 | BGG | 874 | SN0 | BAX | NG
SPOTRY L ... a3t | waz | rp | &ao | aes | an | sva | msz | sms
SSYTHE] U ... T7% | 992 | Gh | 70 | 74% | 73R | 40k | AEE | R
SEYTRF LY ... 128 | wiz | g2n | 700 | e | 73 | T | A | e
SETORF, M=k HEAEEEEREREAERES
ERRGOR, M=M=k | 500 | 757 | BI4 | 38 | 815 | 810 | &6 | B11 | KA
SEERHD FHESCARIERBEDERETR EE
EEVTHDY 1. . FIESEEI EEENEEEE I
SEYTRIN L. 284 | o | 753 | soa | ma | sz | esg | ase | EG
CCERRTE oG | % | TRl | MBI | A%4 | A%2 | KW | MR | RIE

the five choices tested in the standard LAPACK timing
suite may be the optimal one. The purpose here is nol
1 benchmark the different computers, since most of these
dana were obtained under less than ideal conditions on a
busy machine, but simply to demonstrate the performance
of these block algorithms and, where the performance is
low, identifly areas for improvement in the BLAS or LA-
PACK routines. We specify “oplimized BLAS™ if anything
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Tabde & Speed an Mepaflops, NEC SX 2400, |
Processor SXOE Yer, R4LD FORTRANTISX Rev. (41
Optimized BLAS from HMSX Supercompuiers

= Values ol W -
Cuksnuline i) e U L] 400 | HKD
DGEMY[ ‘N, .. 06 | 1152 ] O17 | Tz | s
DGEMMI 5, 0, ... | 784 | Laeh | 927 | 1716 | 1272
DGETRE, M=p | w0 | 292 | ans| aps| 495
| DGETRI T
DPOTER L . 155 | 257 | S84 TiG| s19
DPOTEE L', 102 | 24| 34| 406 | 443
OFCTRIL U, T Li0| mAp| ZMG| =252
DPOTRI L, - 49) 114 193] 2] 243
DY ek L 104 | 235 [ 246 | 417 | 47i
DSYTRF L', .. e T S T
G EQRF, M=H T07 | 405 | Gy | 6o | TEE
DGEIRD 3k | aez| o8| TER | B8R
(DY TRO 117 | M| z5 | avx| 430

t- times reparted for DLUTER

Tahle 9 Speed in Megaftops, SiemensPujiten VP 2005, |
Proces=ar Oplimized BLAS from Universitil Karlsrahe

“Walues of N
| Sohroclias 10 [ o2 | a0 | ) | M
EHG EXEWY W, 2| 554 | rEE | G4 [ 100E
DG EMM] NS, W, | 107 | faa | aEr| 904 | 1060
DGETRF, M= | 66| 175 [ a3 4z 52
DGETRI ] wa| g e I
DPFOTRE] 07, 53| 144 | 237 | 21| 6@
| DPOTRE] 'L, ... @ | 136 | 222| amz| ams
| KPOTRI L, . A& 02| OITH| x| 225
: DFQTRIL L, ak S0 LRSS E | MM
DEYTRIUY, 3| 90| wn| e[| 27
DEYTHRE LY, az| szl 1@ 17| 08
OGEQRE, M=% 1| Tv | 39| 98| 457 |
"OGEIRD 141 | 307 | 411 | asi| 817
DErYTRD aT| s | 1= | 1B @

f= times sepetad See DLUTBR

other than the Foriran BLAS are used, but in many cases
only some of the BLAS have been optimized and further
improvements in the BLAS could be made (and may have
been made since these Gmings were oblained),

Several changes that became effective with the August
1991 test release of LAPACK do not appear in the older
data from the April 1990 test releaze. The LU factonzation
subroutine DGETRF was changed 10 & right-looking variant
afier the August 1991 test release, =0 the data reported for
DGETEF are generally taken from DLUBR (which 15 no
longer provided with LAPACK), The LU inverse roatine
DGETRI was changed for the Augost 1991 release fo a
faster variant which does more of its work in the Level
3 BLAS routnes DGEMM, Twmngs for the onhogonal
transformation routing DORGOR and for the band reduc-
tion routine DHGEBRD are available only in the Auguost
1991 and later test releases, Also, an UPLO parameter was
added to DEYTRDY, resulis reported for DEYTRD with no
indication of UPLO="U" or UPLO="L" are from the Apnl
1984} version which assumed lower tnangular storage,

Most of the data wse the standard LAPACK data sets,
which specifics matrices of order 100, 200, 300, 400, and
S, but in a few cases we have data for larger problems
a5 well, For the CRAY Y-MP O, some of the LAPACEK

Hlie

Table I® Specd in Megaflops, CRAY-L, | Proccssor
URICOS T4, CFTTT S0, likaei BLAS

[ ValumolH
[Fabmutine ElEIEES J:;]-I
[ STEMVI R, .. I ENEEES
[ SCEMM 8", "N, .. | 415 | 411 | 446 | 435 | 450 |
SGETIE, M=l T | 107 [ 200 | a0 | g | a7
| SGETIIT | 204 [ 390 | 200 | 375 [ m00
SMROTRE] U, . D | s [ 20 | me | 07 | asa
sPOTRE L, Y [ res | s | ame | 3| as
SPOTRI U, .. 1| 11 | 241 | 1% | 49 | 3m
spoTii L, .1 | 17| w0 30 7| am
[ SEYTRE U, |13 | AR 225 ) 25
| S5YTILF| 'L, G| 0] Rk ) FEE )M
TLEQRF, M=5 133 | 218 | 960 | J0% | 0
SONGOR, M=N=FK | 157 | 239 | 270 | 31 | a5
| SGEIND EN R E G
G ST T T TZ7 | 214 | 260 | 240 | a0z
SEYTIIN 1., ... 122 | 210 | w2 | 264 | 300 |
SGERND 151 | 200 | 227 | 26% | 274 |

t- lihsei rowtiee

Table 11 Speed in Megaftops, CRAY Y.-MP, 6.41-nx Clock, |
Processor UNPCOSE 70, CETY S0, Bibsei BLAS

Values of M
|5|.|.l|u-l\.|l:inr____"_ ||:lI]J']'I:Il[I 0 | &0 | S
[SGEMY] N, ... E0 | 168 | 287 | 285 | 291
EETEN ENEN R B ED
SGETRE, MaN | 120 | 208 | 241 | 2% | 256
EGETRI A
[ SPOTRF{ T, .. 123 | 08 [ 47 | 250 | 264 |
| SFOTRE 'L, .. 123 | Hom | 243 | 250 | 2o
SFOTRI U, . 136 | 212 | 252 | 253 | 274
SPOTRI LY, ... 136 | 218 | 252 | 286 | 274
SEYTRF[ "D, .., RO LD | 18 | L | S
SEVTRFL LY, ... a4 | 167 | 208 | w2 | 2w
SGEQRF, M=N | 162 | 234 | 256 | 266 | 279 |
SORGOR, M=N=K | 14 | 250 | 265 | 271 | 278
| SGEHRD T A O
SEYTRD LY, . 185 | 219 | 247 | 261 | 260
SSYTRDY "L', .. | ve7 | 220 | 248 | 262 | 260
SGEBRD IR [ 234 | 256 | 266 | 202

i~ times reported for Croat LU

Tahle 12 Speed in Megafiops, Conver C240, 4 Processors
Oedimazed BLAS Troen Convex Compuier Comporation

Vilgem ol W
[Sebmutine EE T :u:iJ‘I
IIIGEMV[ W, | o# | T | g | 13 | 1s0
| DGEMM{ "N°,"N°, | 161 | 155 | 156 | 154 | 159
| DEETRF, M= | ]| oTu| 9010|011
| DPOTRF 0. | == =3[ 22| 56| w4
| DEOYTRF L, ... z| sl | a2 96 106
DSYTRF] "7, . | 46| M| 66| TH
DEYTRF[ ".°, |45 83| 66| 6
DGEQRE, M=H 11| 65| 22| 97 | 10G
DGERED — | A5 &I 77| a9 08
DEY TR I ENEDE

1= times reported for DLUBE

routines are taken from CEAY s scientific library (libsci),
bt the hlock size was varied as in the other cxamples and
the times for the best block size are shown,

V. FUTURE DIRECTIONS FOR RESEARCH

A new gencration of even more massively parallel com-
puters will soon emerge. Concurrent with the development
of these more powerful parzllel systems is a shift in the
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Table 13 Speed in Megaflops, IBM HKHI-6VF, 1
Processur Ciptimized BLAS from ES5L

| Values of 1 |
Eubroating |00 [ 00 [ 300 ] 400 | K
DGESV T, ... B4 78] 66 TL] )
DGEMMI T, W, .. | 7 | 10 | 109 | 164 | 107
DGETRF, M=H | | 42| sa| =] 86
DGETEL A EEEIE
OFGTRE] T, . W[ 44| 4| &2 &
DFOTRF L, - 2| ) 65| Be| &7
DFOTEN L. - | TE| 5| o7 ==
DPOTRY L, .. | i3] 20) 6] 2| X
[EYTRF 0, — AT S| BE| U T
DEYTRFL "1 ... ar| 25| sa| 71| 75|
DG EQILE, M=H 34 60| 71| 5] BO)
DGEIRD | 68| G| 70|
EYTILD 1] W] 32| 35| a1

|- tbmes r\:;||nrlﬂ| fee DLUHE

Table 14 Speed in Megallogs, IBM 3090-600 E/VF, | Processar
VIMIKA SF VS Pormran Yer, 24, Optimized BLAS from ESSL
Rel. d, Umed Universy, MAG MARE 13, and [EM BCSEC

Salpee ol ¥ '
Subfouiine 100 | 200 | 200 | 4] W_,
DGEMY] N, . AA] 45 46| (4| 5
NGEMS] 5, 5,.. | | W] W] 71| 73
| DGETRE, M=R T wa | 23| 47| w2 5
DGETEL BEEOEEEESETR
[ DTGTRFL T, - 0| a%| «r| 47| 49
BIMOTEREL L. 27| a6| 4] 48| S5b |
BPOTRI L, ] M| 42| 48| 3
DMOTEL L. .. 1| 31| 4n| 46| 0
[ ETTRFL ... | 22| 23| 46| 42| €5
DEYTHE L. . 2| az2]| a| a2] 45
DLEQEF, M=H T a0 d6 | 50| S
DRI T | M| 43| 48| &z |
DY TRD 1| w | e | & 34
|- times peporied for DLLTIR
Table 15 Spead in Megaflops, 1BM RISCHD00-550
~ Vaus o B |
Subrzatine 100 ] AN | F00 | 400 | 500 |
DGEMY "N, ... ERERERERES
DGEMBY B, Wy ... | &0 | a0 | o | b | 72
DGETRE, M=5 i IR E R ED
DGETRI 4 | 25 | 63 | 4| G5
DEOTRE] U, FEIEREA S
DPGTER 'L 4| 84 | 86| 61 | 68
DFOTEE U, ... B[ 45 | BE | o9 | GF
OPOTEH L, ... | | 62| 63 | 6B
DY TRF[ T, 7 |22 | 27 | 94 | ™
DEYTRF L, ... 17 | 97 | M| 34| 36
DOEGHE, 5i=R | &7 | 93 | 45 | 40 | 5
BORGON, M=N=E | 27 | 41 | 46 | 5L | 54
TG ENLILLY 33 | a6 | 4L | 43 [ 45 ]
e E A ERERER R
DEYTRO) L. ... el - e = B
[ DGEEID — = | | & W | =

compuling practices of many scientists and researchers.
Increasingly, the lendency is to use a variety of distributed
computing resources, with cach individual task assigned
to the most appropriate architecture, rather than to use a
single, monolithic machine. The pace of these two devel-
opments, the emergence of highly parallel machines, and
the move to a more distribuled computing environment
have been so rapid that software developers have been
unable to keep wp. Part of the problem has been that
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Table 16 Speed b Magafiops, [EM RISCAO00-530 AT 31,
AL FORTREAM, Optimiazed BLAS from IBM ECSEC

Values ol &%
B T00 | 300 | 3001 | 4B | 0 | GO0 | va0 | Bah | oe0 | 160 |
BUEMVE K, .. [ R R O I I B
[ DGEMM; W, Ao | 4E | d |dd [ ar|@ @] a[a[s] 43 ]
DGETEF. M=% 1 EAEEIELE A N
DUETRI 77 | 31 | 36 | 0 |91 | 38 [ @9 [ a9 | # | 40 |
[ TR 0, T | W | S| G| 3 | 3| &8 | ab | 41 | 4l
OROTER'L, .. || m [mlalm|w|as|aejar) @
[ OFGTRE 0, . o 0 T el S
DFOTRE L, ... i 10 - e
D5V TR, U EIEIE R E N EL
DSYTRF{L... |13 |19 [ @ | = |m 3% ||| w
[TZFGF, M=4 [ EAE R E- N
[TEERRD 19 | 90 | o0 | o3 | m | we | wm | @ | | %6
sy Th 15 | W | 17 | 07 |97 | 16 | 08 | 18 | 13 | &
1= times peparied for DEUER I T

Takle 17 Speed in Megaflops, Alliant FESBD, B Prooessans

| Waloes of I
[ Subrostiae 7 EERETT 4rn:-_T.:-:-|
DGEMY] N, .. u] »m| rl ]
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TOGETRI i A 0| 25| BE| 42
TOPOTIE W.... | 11| 27) 38| +| =
DEOTRFY 'L, .- | m| | 27| 9
DFOTER 0, .. Gl 10| 1A | 15
DFOTEN L. 715 @ 2| MW
[ OSYIRFL 0, — o 15| zz| B[ 32
OEYTREL L. -.. gl 16| 23| 2| =]
DGEQRF, M=N 11| m)| an| 47| E
TBGERED 1z 2| & 21§ 47
| DEVTRD S iaf 15| 1% | ia] 18]

[- Girmes goparted For DLUDE

Tuble 18 Spesd in Megnflops, FPS Model 300, 1 Processar
Optimized BLAS from FFPS Compuling

Valoes of B
|_-:"in'l-luul.i||r ; 1041 | HK) | Q00 | Al | GD3
[ DGEMNT B, M| 48| 52| S| 56
| CEMME N, 'R, .| 37 0| oG] S| @
DGETIE, M=% | 11| o] 2| 2] m

[DGETIO | 1=[3g] az) &7 %2
DIROTRE U5, .. | 35| Az 47| 49|
DPFOTRE] 'L, . 22| M| 44 48| =
DFOTIE 0, ... B[ 3| 42| 46| 63
DPOTRE 'Ly, | I6| 20| 40| 46) 50
DSy TRE] W, ... FIEIEIESED
DEYTRE] L, . 2l osx| | 42| 4%
DGEQRFE, M=% 77| 40| A% | 5F| 54

TDGEIRD | au| | as| 52

[ DETTRD 3 S LD
- Lires gep=ated For DELETL 7

supporting system software has inhibited this development.
Consequently, exploiting the power of these technological
advances has become more and more difficult, Much of
the existing reusable scientific software, such as that found
in eommercial libraries and in public domain packages. is
no longer adequate for the new architectures. 1F the full
power of these new machines is to be realized, then scalable
libraries, comparable in scope and quality to those thal
currently exist, must be developed.

One of our goals as software designers is W communicate
to the high-performance compating communily algorithms
and methods for the solution of system of linear equations.
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Table 19 Specd in Megaaps, Allianl FXM4, 4 Processors BLAR
from FR/Sones Liscar Algeha Libesry, Ver, 5

YWalurs of N
| Subrooliae i ___ll'lﬂ' A _-'I-I'H'I ETSRET
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Table 30 Specd in Megaflops, Swedent 3000 5.00 FCE Foriran
BLAS-O2=Inline (Vectorization Only)y
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NFOTRFL T, . T o[ ] e
{ nroriy L, 6| af w| | nj
[Ty . 6] & m| | 0|
[ LIOTRE L. 6] 0] m] 1}
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DSYTEF| 1, T otef n|owj i3
DCRGIE, =5 () N T
MGENRD TN N R
DETTRD Bl 9| 1o] it 0

B Litiees tepotieal for DLLGE

In the past we have provided black-bosx softwire in the form
of a mathematical softwars library, such as LAPACE, LIN-
PACE, MAG, and IMSL. These software libraries provide
for:

+ pasy interface with hidden details

« reliahility: the code should fail as rarely as possible

« speed.

The high-performance compuling community, on the
other hand, which wants to solve the largest, hardest
proflems as quickly as possible, seems o want

* speed

¢ access o internal details o lune data structures 1o the

application > ;

« algorithms which are fast for the particular application

even if not reliable as peneral methods.

These differng priorities make for different approaches
to algorithms and software. The first set of priorities leads
us o produce “black boxes” for general problem classes.
The zecond set of priorities secems o lead ws o prodoce
“template codes” or “toolboxes”™ where the users can as-
semble, modify, and wne building blocks starting from
well-documented subparts, This leads 1o soltware which
is not going to be reliable on all problems, and reguires
exlensive user wning o make it work. This is just whil the
block-bow users do ned want,

1700

In scientific high-performance computing we see three
different computational platforms emerging, ecach with a
distinet set of wsers. The first grovp of compuiers contains
the wraditional supercomputer. Computers in this group
exploit vector and modest parallel computing. They are
general-purpose computers that can accommesdate a large
cross section of applications while providing a high percent-
age of their peak computing rate. They are the computers
typified by the Cray Y-MP O3, 1BM ES/SEER), and NEC
5X-3; the so- called general-purpose vector supercomput-
ETS.

The second group of computers are the highly parallel
computers, These machines often contain hundreds or even
thousands of processors, usually RISC in design. The
machines are usually loosely coupled having a switching
network and relatively long communication times compared
1o the computational times. These computers are suitahle
for fine-grain and coarse-grain parallelism. As a system, the
cosl s wsually less than the traditional supercomputer and
the programming environment is very poor and pomitive.
There is no portability since users” programs depend heavily
on a particular architecture and on a particular software
envirpnment.

The third group of computers are the clusters of worksta-
tigns. Each workstation wsvally contains @ single very fast
RISC processor, Each workstation is connected through a
Local Arca Metwork, or LAN, and a5 such the commu-
nication me is very slow, making this selup nol very
suitable for fine-grain parallehsm. They wsually have a rich
software environment and operating system on a worksta-
tion node, wsually UNIX. This solution s osually viewed
as o very cost-effective solution compared o the vesior
supercomputers and highly parallel computers.

Users are in general not a monolithic entity, but in fact
represent a wide diversity of needs. Some are the sophis-
tcated computational scientists who cagerly move o the
newest architecture in search of ever-higher performance.
Oihers want only to solve their problems with the least
change to their computational approach.

We hope w satisfy the high-performance computing
community’s needs by the use of reusable software tem-
platzs, With the wemplates we describe the basic featurces
of the algorithms, These emplates offer the opporiunily
for whatever degree of customization the user may desire,
and also serve @ wvaloable pedagopical role in wwaching
parallel programming and installing & better understanding
of the algorithms employed and results oblained. While
providing the reusable software lemplates we hope to retain
the delicare numencal details in many algonthms.

We belicve it is important for users to have trust in the
algarithms, and hope this approach conveys the spirit of
the algorithm and provides a clear path for implementation
where the appropriate data structures can be integrated
into the implementation. We belizve that this approach of
templates allows for casy modification to suil various needs.
More specifically, each template should have:

13 Working software for as general @ matrix as the
method allows.
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2} Mathematical description of the flow of the iteration.

3) Algorithms described in a Forran-77 program with
calls to BLAS [15], [9]. [8] and LAPACK routines
12).

4] Discussion of convergence and Slopping critens,

3) Suggestions for extending @ method w0 mare specific

matrix types (for example, banded systems).

&) Suggestions for wning (for example, which precon-

ditioners are applicable and which arc not).

71 Performance: when 1o use 2 method and why.

&) Reliability: for what class of problems the method is

appropriate.

9) Accuricy: suggestions [or measuring the accuracy af

the solution or the stability of the method.

An area where this will work well is with sparse matrix
computations, Many imporant practical problems give rise
t large sparse systems of hinear equations. One reason
for the great interest in sparse linear equations solvers and
iterative methods is the importance of being able 1o obtain
numerical solutions to partial differential equations. Such
sysiems appear in studies of electrical networks, ECOEOIMIc-
system models, and physical processes such as diffusion,
radiation, and elasticity. lerative methods work by con-
tinually refining an initial approximate solution so thal it
becomes closer and closer 1o the comect solution. With
an ilerative method a sequence of approximate solutions
{_-,._-l".l:! iz constructed which essentially involve the matrix
A only in the context of mairiz—vestor multiplication. Thus
the sparsity can be taken advantage of so that each iteration
requires {){n) operalions.

Many basic methods exist for iteratively solving linear
systems and finding eigenvalues. The trick is finding the
most effective method for the problem at hand, The method
that works well for one problem type may not work &5 well
for another, Or it may net work at all.
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