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INTRODUCTION 
Optimize application execution at system-scale 

 
 

Topology 

XK7 (GPU capable) region. Figure 7b shows a more 
continuous 4096-node default subnet allocation during a lighter 
BW system load in blue vertical slab. Although the allocation 
is not as fragmented as the yellow subnet of Figure 7a, the flat 
slab allocation is stretching along the slower BW Y axis. The 
visualization of these less-optimal default network placement 
fragmentation presented us with a promising topology tuning 
opportunity to improve strong scaling, by allocating a 
continuous and more compact, cuboidal subnet within BW 
torus in order to better match AWP-SGTc’s virtual 3D 
elongated near-neighbor mesh prism topology. Our topology-
mapping optimization was designed to balance the tradeoffs 
among: 

(1) Matching the virtual 3D Cartesian mesh topology of the 
typical 8x4x1 AWP-SGTc mesh proportion (e.g., 
8960x4480x1120 for 45B mesh points) to an elongated 
physical subnet prism shape in the BW torus. 

(2) Maximizing faster connected BW XZ plane allocation with 
the longest virtual mesh topology edge-aligned to the 
fastest communicating BW torus Z direction, producing a 
flatter subnet allocation and/or applying virtual mesh sheet 
folding to stretch over BW XZ planes. Note that subnet 
allocation extending to the edge of torus can also cut 
subnet diameter significantly due to wrap-around links. 

(3) Obtaining a tighter, more compact and cuboidal shaped 
BW subnet allocation for lower network diameter 
(distance between the most far-apart pair) to achieve 
efficient global barrier synchronization in the AWP-SGTc 
code. 

(4) Reducing inter-node hops along the slowest BW torus Y 
direction, by increasing the partition grain size in BW Y 
direction, or by mapping BW Y axis to the shallowest 
virtual AWP VZ axis, corresponding to the ground depth in 
the CyberShake hazard map. 

Ideally, we would optimize the virtual to physical network 
topology mapping by carefully reserving a best matching prism 
subnet in BW torus. However, BW’s randomly situated down 
compute nodes at the time of run as well as non-computing IO 
service nodes make it difficult to accommodate every direct 
near-neighbor data exchange without inter-node 
communication hops. We thus employed Cray’s Topaware tool 
to aid node selection and MPI rank (virtual process ID) 
ordering to harvest the potential speedup, similar to the 
reported improvement of 3% to 370% tested with other 
2D/3D/4D Cartesian mesh applications [7, 8]. 

Given a requested logical subnet dimension, Topaware 
script explores the BW torus network topology to locate a 
slightly larger subnet prism skipping over randomly scattered 
down compute nodes and non-computing IO service nodes. For 
a strong scaling test run of 45 billion mesh grid points in a 
rectangular near-neighbor virtual topology of 8×4×1 
proportion in VX, VY and VZ axes, we tested Topaware’s auto 
node selection and MPI rank ordering to further optimize 64-
node, 512-node and 4096-node test cases. 

Topaware tool is run by the following command, after 
setting some environment variables. 

 

 
(a) 

 

 
(b) 

Figure 7: Default BW batch task placements on torus topology 
node allocation for AWP-SGTc on 4,096 XE6 nodes showing 
disjoint subnet fragmentations in yellow for (a) and blue for (b) 
scattered along the slowest network links in vertical Y dimension, 
hopping through the red XK7 region, where pin holes indicating 
possible IO nodes. (Visualization courtesy of NCSA BW staff O. 
Padron and G. Bauer).   
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Context and Problematic 
1 
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Computing is easy, accessing data is 
difficult 

 

Lot of computing power. 

 
Bringing data at the right place at the right time is the 

challenge. 
 

Flops are free but bytes are expensive! 
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Stacking Optimized Library and Runtime 
Systems 

Multithreaded application 

Multithreaded 
Com. Library 

Multithreaded 
Runtime 
System 

Multithreaded Comp. Library 

Scientific  app 

MPI (progress  
threads) OpenMP 

Parallel Blas 

Hardware Multicore+parallel 

Pb: Each thread ignore the existence of the other threads! 
Mapping? Priority? Scheduling? 
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Platform partitioning XK7 (GPU capable) region. Figure 7b shows a more 
continuous 4096-node default subnet allocation during a lighter 
BW system load in blue vertical slab. Although the allocation 
is not as fragmented as the yellow subnet of Figure 7a, the flat 
slab allocation is stretching along the slower BW Y axis. The 
visualization of these less-optimal default network placement 
fragmentation presented us with a promising topology tuning 
opportunity to improve strong scaling, by allocating a 
continuous and more compact, cuboidal subnet within BW 
torus in order to better match AWP-SGTc’s virtual 3D 
elongated near-neighbor mesh prism topology. Our topology-
mapping optimization was designed to balance the tradeoffs 
among: 

(1) Matching the virtual 3D Cartesian mesh topology of the 
typical 8x4x1 AWP-SGTc mesh proportion (e.g., 
8960x4480x1120 for 45B mesh points) to an elongated 
physical subnet prism shape in the BW torus. 

(2) Maximizing faster connected BW XZ plane allocation with 
the longest virtual mesh topology edge-aligned to the 
fastest communicating BW torus Z direction, producing a 
flatter subnet allocation and/or applying virtual mesh sheet 
folding to stretch over BW XZ planes. Note that subnet 
allocation extending to the edge of torus can also cut 
subnet diameter significantly due to wrap-around links. 

(3) Obtaining a tighter, more compact and cuboidal shaped 
BW subnet allocation for lower network diameter 
(distance between the most far-apart pair) to achieve 
efficient global barrier synchronization in the AWP-SGTc 
code. 

(4) Reducing inter-node hops along the slowest BW torus Y 
direction, by increasing the partition grain size in BW Y 
direction, or by mapping BW Y axis to the shallowest 
virtual AWP VZ axis, corresponding to the ground depth in 
the CyberShake hazard map. 

Ideally, we would optimize the virtual to physical network 
topology mapping by carefully reserving a best matching prism 
subnet in BW torus. However, BW’s randomly situated down 
compute nodes at the time of run as well as non-computing IO 
service nodes make it difficult to accommodate every direct 
near-neighbor data exchange without inter-node 
communication hops. We thus employed Cray’s Topaware tool 
to aid node selection and MPI rank (virtual process ID) 
ordering to harvest the potential speedup, similar to the 
reported improvement of 3% to 370% tested with other 
2D/3D/4D Cartesian mesh applications [7, 8]. 

Given a requested logical subnet dimension, Topaware 
script explores the BW torus network topology to locate a 
slightly larger subnet prism skipping over randomly scattered 
down compute nodes and non-computing IO service nodes. For 
a strong scaling test run of 45 billion mesh grid points in a 
rectangular near-neighbor virtual topology of 8×4×1 
proportion in VX, VY and VZ axes, we tested Topaware’s auto 
node selection and MPI rank ordering to further optimize 64-
node, 512-node and 4096-node test cases. 

Topaware tool is run by the following command, after 
setting some environment variables. 

 

 
(a) 

 

 
(b) 

Figure 7: Default BW batch task placements on torus topology 
node allocation for AWP-SGTc on 4,096 XE6 nodes showing 
disjoint subnet fragmentations in yellow for (a) and blue for (b) 
scattered along the slowest network links in vertical Y dimension, 
hopping through the red XK7 region, where pin holes indicating 
possible IO nodes. (Visualization courtesy of NCSA BW staff O. 
Padron and G. Bauer).   

Pb: message transfer not aware of other applications! 
Contention, routing, message scheduling 

Cf.: Demonstrating Improved Application Performance  Using Dynamic 
Monitoring and Task Mapping, A. Gentile, J.Brandt, K. Devine, K. Pedretti 

 

BW median case: 
2048 nodes 

Curie median case  
(install time): 256 nodes 
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What is missing? 

A “thing” that allows for managing data by doing: 

•  Cross-layer optimizations 

•  System-wide optimizations 
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How application can make the best possible 
use of the available resources 

Topology 

XK7 (GPU capable) region. Figure 7b shows a more 
continuous 4096-node default subnet allocation during a lighter 
BW system load in blue vertical slab. Although the allocation 
is not as fragmented as the yellow subnet of Figure 7a, the flat 
slab allocation is stretching along the slower BW Y axis. The 
visualization of these less-optimal default network placement 
fragmentation presented us with a promising topology tuning 
opportunity to improve strong scaling, by allocating a 
continuous and more compact, cuboidal subnet within BW 
torus in order to better match AWP-SGTc’s virtual 3D 
elongated near-neighbor mesh prism topology. Our topology-
mapping optimization was designed to balance the tradeoffs 
among: 

(1) Matching the virtual 3D Cartesian mesh topology of the 
typical 8x4x1 AWP-SGTc mesh proportion (e.g., 
8960x4480x1120 for 45B mesh points) to an elongated 
physical subnet prism shape in the BW torus. 

(2) Maximizing faster connected BW XZ plane allocation with 
the longest virtual mesh topology edge-aligned to the 
fastest communicating BW torus Z direction, producing a 
flatter subnet allocation and/or applying virtual mesh sheet 
folding to stretch over BW XZ planes. Note that subnet 
allocation extending to the edge of torus can also cut 
subnet diameter significantly due to wrap-around links. 

(3) Obtaining a tighter, more compact and cuboidal shaped 
BW subnet allocation for lower network diameter 
(distance between the most far-apart pair) to achieve 
efficient global barrier synchronization in the AWP-SGTc 
code. 

(4) Reducing inter-node hops along the slowest BW torus Y 
direction, by increasing the partition grain size in BW Y 
direction, or by mapping BW Y axis to the shallowest 
virtual AWP VZ axis, corresponding to the ground depth in 
the CyberShake hazard map. 

Ideally, we would optimize the virtual to physical network 
topology mapping by carefully reserving a best matching prism 
subnet in BW torus. However, BW’s randomly situated down 
compute nodes at the time of run as well as non-computing IO 
service nodes make it difficult to accommodate every direct 
near-neighbor data exchange without inter-node 
communication hops. We thus employed Cray’s Topaware tool 
to aid node selection and MPI rank (virtual process ID) 
ordering to harvest the potential speedup, similar to the 
reported improvement of 3% to 370% tested with other 
2D/3D/4D Cartesian mesh applications [7, 8]. 

Given a requested logical subnet dimension, Topaware 
script explores the BW torus network topology to locate a 
slightly larger subnet prism skipping over randomly scattered 
down compute nodes and non-computing IO service nodes. For 
a strong scaling test run of 45 billion mesh grid points in a 
rectangular near-neighbor virtual topology of 8×4×1 
proportion in VX, VY and VZ axes, we tested Topaware’s auto 
node selection and MPI rank ordering to further optimize 64-
node, 512-node and 4096-node test cases. 

Topaware tool is run by the following command, after 
setting some environment variables. 

 

 
(a) 

 

 
(b) 

Figure 7: Default BW batch task placements on torus topology 
node allocation for AWP-SGTc on 4,096 XE6 nodes showing 
disjoint subnet fragmentations in yellow for (a) and blue for (b) 
scattered along the slowest network links in vertical Y dimension, 
hopping through the red XK7 region, where pin holes indicating 
possible IO nodes. (Visualization courtesy of NCSA BW staff O. 
Padron and G. Bauer).   

Applications 

Data 

? 
Problematic: 

•  Allocate data 
•  Partition data 
•  Reserve resources 
•  Control affinity 
•  Map computation 
•  Manage contention 
•  Optimize communication 
•  Access storage 
•  Perform visualization 
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Our approach: An intermediate service layer 
for optimizing execution 

Hardware 

Application 

Memory hierachy 
Cache size 
Network topology 
Allocated resources 
Other applications 
Storage 

Stateful System-wide Service Layer 

Application needs 

Application a Application b 

Programming Model 
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Applications needs 

Application can express its varying needs for:  

•  Memory usage 

•  Computation 

•  Network access 

•  Storage 

•  Affinity 

•  Model/data refinement 

•  etc. 
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Scientific challenges 
2 
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The application within its ecosystem 
Applications 

Programming models 

Hardware 

Libraries 

Operating systems 

Runtime systems 

Compilers 

SW stack 
Storage 

Batch 
scheduler 

Environment 
model 

Application 
need and 

model 

Optimization algorithm 

Optimized execution 

Network 
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Challenges 

We need:  
•  A layer based on models and 
abstractions (application and 
environment) 
•  System-wide services that 
take into account the whole 
ecosystem at scale 
•  A stateful optimization engines  
 

Hardware 

Memory hierachy 
Cache size 
Network topology 
Allocated resources 
Other applications 
Storage 

Stateful System-Wide Service Layer 

App. needs 

Application a Application b 
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Software and use-case 
3 
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Mesh-based High-performance computing 
applications 

Most of the large-scale applications (at least 2/3 in last 
PRACE call) use meshes: 
•  domain decomposition  
•  stencil 
•  unstructured 
•  hierarchical 
•  etc. 
 
 

Ex: aerodynamic, climate, electromagnetism, seismology, 
plasma, etc. 
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Software suite: use-case example 

Mesh/graph partitioning (Scotch) 

Platform model (Hwloc) 

Topology-aware locality mechanisms (TreeMatch) 

Parallel mesh adaptation (Pampa) 

Communication optimization (New Madeline) 
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Conclusion 
4 
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System-wide topology-aware data 
management 

Machines are more complex and applications require to be 
executed at large-scale. 

 
Need for cross-layer and system-wide optimizations 
 
Target mesh-based applications. 
 
Design, implement, deploy a stateful, system-wide service 

layer to: 
•  Optimize application execution  
•  According to its needs 
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